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A multicriteria parametric optimization of nonlinear robust con-
trol with two degrees of freedom by a discrete-continuous plant 
has been developed to increase accuracy and reduce sensitivity to 
uncertain plant parameters. Such plants are mounted on a moving 
base, on which sensors for angles, angular velocities and angular 
accelerations are installed. To increase the accuracy of control, 
systems with two degrees of freedom, which include control with 
feedback and a closed-loop, and with direct connections and 
open-loop control of the setting and disturbing effects, are used. 
The multicriteria optimization of nonlinear robust control with 
two degrees of freedom by a discrete-continuous plant is reduced 
to the solution of the Hamilton-Jacobi-Isaacs equations. The ro-
bust control target vector is calculated as a solution of a zero-sum 
antagonistic vector game. The vector payoffs of this game are 
direct indexes performance vector presented in the system in dif-
ferent modes of its operation. The calculation of the vector payoffs 
of this game is related to the simulation of the synthesized nonlin-
ear system for different operating modes of the system, input sig-
nals and values of the plant parameters. The solutions of this vec-
tor game are calculated on the basis of the system of Pareto-
optimal solutions, taking into account the binary relations of pref-
erences, on the basis of the stochastic metaheuristic of Ar-
chimedes optimization algorithm by several swarms. Thanks to 
the synthesis of nonlinear robust control with two degrees of free-
dom by a discrete-continuous object, it is shown that the use of 
synthesized controllers made it possible to increase the accuracy 
of control of an electromechanical system with distributed pa-
rameters of the mechanical part to reduce the time of transient 
processes by 1.5–2 times, reduce dispersion of errors by 1.3 times 
and reduce the sensitivity of the system to changes in the plant 
parameters in comparison with typical controllers used in existing 
systems. Further improvement of control accuracy is restrained 
by energy limitations of executive mechanisms and information 
limitations of measuring devices. 

Keywords: discrete-continuous plant, nonlinear robust control, 
Hamilton-Jacobi-Isaacs equation, multicriteria parametric opti-
mization, stochastic metaheuristic optimization algorithm. 

Introduction 
Management of many technical plants and technological processes is carried out with the help of elon-

gated constructions connecting the actuator with the working body. In particular, this applies to large antenna 
structures, solar arrays and spatially distributed antenna arrays, spaceships, crane booms, anthropomorphic robot 
arms, gun barrels, etc. During operation, torsional, longitudinal or transverse oscillations occur in such structures 
relative to the initial position. When controlling such an extended plant, it is necessary to take into account its 
own mechanical oscillations caused by the elastic properties of these extended control objects, and the control 
objects themselves are not perceived as electromechanical systems with distributed parameters of the mechanical 
part of the plant. At the same time, it was assumed that the mathematical model of the control object is known 
precisely. One of the central ideas of the modern theory of automatic control is the approach related to the con-
trol with the help of a single controller, not of one system with a clearly defined model, but of a whole class of 
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systems, parameters, and possibly structures that can change during operation. This direction is currently devel-
oping intensively and has gained recognition as independent one, getting named as robust control. 

The central problem of modern theory and practice of automatic control is the creation of systems 
capable of ensuring high accuracy of control under intense setting and disturbing effects of a wide range of 
frequencies [1–3]. The synthesis of control systems with two degrees of freedom, which combine the princi-
ples of open-loop and closed-loop control, allows, in a number of practical cases, to obtain an accuracy that 
is unattainable in feedback systems [4–5]. 

When working in different modes, various requirements are put forward to the multi-mass monitor-
ing systems under development [6]. One of the main ones is the requirement for the stability of the synthe-
sized system, that is, the ability of the system to support the technical requirements put forward to it when 
the parameters of the control object and external effects change within certain limits [7]. 

For such systems, in most practical cases, it is impossible to satisfy the technical requirements for 
the system with the help of typical proportional-integral-differential controllers, which necessitates the use of 
more complex controllers and modern methods of their synthesis [8]. One of the approaches to the problem 
of parametric synthesis is the optimization of system parameters, the structure of which is determined by 
solving the problem of optimal synthesis [9–10]. 

In the last decade, there have been developed methods to minimize the H∞ is a norm, which serves as 
an effective indicator of the system's response to various types of actions in the presence of uncertainty in the 
description of the control object. In this regard, the development of a methodology for the synthesis of robust 
control systems for discrete-continuous objects for operation in the entire range of changes in the parameters 
of the control object with the help of one central controller designed for one set of parameters is an urgent 
task, which determined the direction of this research. 

Such objects are installed on a moving base, on which sensors of angles, angular velocities and an-
gular accelerations are mounted. To improve the accuracy of existing systems, control with two degrees of 
freedom is implemented, including closed-loop feedback control and closed-loop feedforward control by re-
sistances and disturbances [9–10]. However, existing control systems use typical controllers, which limit the 
further improvement of the accuracy of such system. 

The aim of the work is to develop a method of multicriteria parametric optimization of robust con-
trol with two degrees of freedom by a discrete-continuous plant to increase control accuracy and reduce sen-
sitivity to plant parameters uncertainty. 

Mathematical models of a discrete-continuous object 
Let’s consider the mathematical 

model of the object in the form of a rigid body 
and an elastic element, as shown in Fig. 1. 
The control of the object is driven by a syn-
chronous motor with permanent magnets. On 
the basis of the sensors, the control of the fre-
quency converter is created with the help of 
the controller to work on the given angular 
position or angular velocity of the object.  

Fig. 1. Scheme of a discrete-continuous object 

In addition to rotation around the axis, the plant performs elastic oscillations. Through φ(t), we de-
note the angle of rotation of a rigid body in the inertial coordinate system, y(x, t) is the deviation of points of 
the rod from the undeformed state. The control is carried out with the help of the moment Mc(t), applied to 
the main rigid body. Disturbing moment Md(t) and the moment of friction Mf(t) act relative to the axis of ro-
tation of the rigid module, and F0(x, t) – the distributive force, which acts along the length of the elastic ele-
ment. Then the equation of motion relative to the axis can be written in the following form [11–14]: 
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This equation describes the free motion of a discrete-continuous plant, in which Ic is a characteristic 
of a discrete-continuous object as a rigid body, and m1(x) also characterizes the mutual effect of the move-
ments of the rigid module and the oscillations of the elastic elements. Function y(x, t) satisfies the equation 
of oscillations of an elastic beam 
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where EI(x) is the is the flexural rigidity of the plant; ξ is the internal damping coefficient of the plant mate-
rial; F0(x, t) is the external disturbance, distributed along the length of the barrel, caused by vertical oscilla-
tions of the axis of the plant when the latter moves over rough terrain. 

Let's introduce the function y(x, t) in the form of the following decomposition 
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where n is the number of accounted forms of elastic oscillations of the plant. Then we obtain the following 
equations describing the motion of a discrete-continuous object under the action of control moment Mc(t), 
disturbing moment Md(t) and turning friction moment Mf(t), as well as the force distributed along the length 
of the plant F0(x, t), caused by vertical oscillations of the plant 
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Control accuracy is largely determined only by the first form of elastic oscillations. Considering only 
the first basic form of elastic oscillations, let's represent the function y(x, t) in the form 

      tTxtxy 00,  . (6) 

Then the dynamics equations (4)–(6) of the motion of a discrete-continuous object will take the form 
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The disturbing moment is determined by the following ratio: 

  tМ dd  0 , (9) 

where μ0 is the constant coefficient determined experimentally; ωd(t) is the angular velocity of the plant in 
the vertical plane. 

The second type of external disturbances is associated with accelerations of the plant relative to its 
vertical axis. These accelerations, being applied to the distributed masses of the plant, cause its elastic oscil-
lations. The distributed forces applied to the tool and included in the equations of its bending oscillations are 
determined by the following relation 
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where m(x) is the mass per unit length of the plant; 
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 is the acceleration of the object relative to its ver-

tical axis. 
Then we get 
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We will form random changes of the disturbing moment Md(t) and disturbing force f0(t) from uncor-
related sources of random signals, such as white noise of unit intensities, using shaping filters with transfer 
functions of oscillatory links. 
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where ωdr, ωf  are resonant frequencies of natural undamped oscillations; ξd, ξf  are damping coefficients; Kd, Kf 
are gain coefficients of shaping filters. 

The executive drive is a cir-
cuit of direct torque control of a syn-
chronous motor, the equation of dy-
namics of which is written in the form 
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where Tm, ξm, Km are time constant, 
damping coefficient and gain of the 
direct torque control circuit of the 
synchronous motor, respectively. 

On the basis of the obtained 
equations (7)–(14), a scheme of the 
mathematical model of the plant with 
distributed parameters of the me-
chanical part is shown in Fig. 2. 

 
Fig. 2. Scheme of the mathematical model of the control system 

Uncertainties of mathematical models of tracking systems 
The central problem of the modern theory and practice of robust control is the design of systems ca-

pable of functioning effectively in conditions of uncertainty of the parameters of the plant model (1), and 
possibly also in the structure of the plant models, disturbing effects and measurement noises [1–3]. In the 
considered electromechanical tracking systems, the plant’s moment of inertia changes most significantly dur-
ing operation [4–5]. At the current stage of the development of the theory of automatic control systems, there 
is a need to search for such control in conditions of incomplete, unclear and imprecise knowledge of the 
characteristics of the control object and the environment in which this object functions, since the practice of 
designing and operating control systems objects showed that systems synthesized according to the criteria of 
modular and symmetric optima, as well as the quadratic quality criterion, are sensitive to changes in the pa-
rameters of the control object, characteristics of input and disturbing effects, to changes in the structure and 
parameters of the object model control, which is used in control loops [6–8]. Such systems may lose both 
optimality and performance if information about the object and operating environment is known with some 
degree of certainty or uncertainty [1]. 

Mathematical models of tracking systems 
The accuracy improvement of electromechanical control systems is often held back by the imperfec-

tion of mechanical transmissions from the actuator to the working mechanism [1–3]. This manifests itself 
primarily when the bandwidth of the system increases, when the frequencies of the transmission's own me-
chanical oscillations, together with the drive and the working mechanism, fall into the range of operating 
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frequencies of the control systems [4–5]. At the same time, it is necessary to take into account the presence 
of elastic elements between the shafts of the executive motor, gearbox and working mechanism, and instead 
of a single-mass model of the engine – working mechanism, – use two-, three-, and sometimes even multi-
mass models [1]. The operating conditions of electromechanical systems are also complicated by the pres-
ence of a nonlinear dependence of the moment (force) of friction on the sliding speed of the working mecha-
nism relative to the processed material. This dependence is often manifested in many operating modes of 
electromechanical systems at low (creeping) speeds of the working body movement. Moreover, for some 
mechanisms this mode is the one that works, and for others – emergency mode is the one that works [10].  

The real kinematic scheme of electromechanical tracking systems contains elastic elements (ele-
ments of finite rigidity) [1–3]. The presence of elastic elements complicates the calculation scheme of the 
mechanical part of the system, turning it into a multi-mass one. Research has shown that with sufficient ac-
curacy for practical calculations, the mechanical part of the system can be represented as a two-mass system. 

Let’s write down the electromechanical tracking system taking into account the models of executive 
motors and sensors as plant of the robust control system (1)–(14) with the state vector x(t) in the standard 
form of the state equation 

 
   )(),(),(),( tttutxf

dt

tdx
 , (14) 

where u(t) is the control; (t) and (t) are vectors of the external signal and parametric disturbances; f is the 
nonlinear function. 

The mathematical model (14) takes into account nonlinear frictional dependences on the shafts of the 
drive motor, rotating parts of the gearbox and plant, the gap between the teeth of the driving and driven 
gears, control restrictions, current, torque and motor rate, as well as the moment of inertia of the plant. 

The measured output vector of the output system 

  )(),(),()( tuttxYty   (15) 

is formed by various sensors that measured the angle, rate and acceleration of the plant [3]. 
Let's introduce the robust control target vector 

    )(),(),()(),(),( ttutxZttutxz  , (16) 

where Z is the nonlinear function. 
We will form control u(t) in the form of nonlinear feedbacks 

  )()( tyRtu   (17) 

with a typical proportional-integral controller or by the full state vector of a nonlinear plant (14) 

 
   )(),(),(),( tyttutG

dt

td



, (18) 

which restores the full state vector x(t) of the original plant (14) from the measured output vector y(t) in (15). 
Note that with the help of the observer (18) according to the measured output vector y(t) of the origi-

nal system (15), in addition to the state vector of the original object (15), the state variables of the vectors of 
controlling and disturbing effects on the system, as well as the vector of parametric effects, are also restored. 

The solution to the problem of parametric design of an electromechanical tracking system are matri-
ces G={Gi} and R={Ri}, which are used to parameterize the controller's nonlinear functions R and the ob-
server G in (17) and (18). 

The situation becomes even more complicated when the presence of elastic elements is combined 
with the operation of the system in the falling section of the external friction characteristic, which can lead to 
the occurrence of sustained or even divergent mechanical oscillations [1–3]. 

Technical requirements for tracking systems 
Different requirements are put forward to the operation of the control system in different modes [1–3]. 

As a rule, certain limitations are imposed on the quality of transient processes - the time of the first agreement, 
the time of regulation, over-regulation, etc. Of course, there is a limit to the maximum variance of the tracking 
or stabilization error when compensating for random disturbances, and constraints on the state and control vari-
ables must usually be met. Another requirement for control systems is to limit the errors of setting or compen-
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sating disturbing effects in the form of harmonic signals. One can set an input signal of one frequency or sev-
eral characteristic operating frequencies, as well as a range of operating frequencies in which certain require-
ments must be met. Finally, for high-precision tracking systems, the characteristic mode of operation is the de-
velopment of low speeds or small displacements. For this mode, smooth motion is usually specified in the form 
of appropriate criteria. The reason for the smooth motion of the working body at low speeds is the presence of 
nonlinearities of the dry friction type in drives, working bodies and elastic elements between the executive mo-
tor and the working body, which leads to jerky oscillations of the moving parts of the drive and the working 
body, which is accompanied by stops and disruptions of the moving parts in relation to the position of the stops. 

Multipurpose parametric design 
Usually, tracking systems are installed on a moving base. For such systems, there are separate meas-

uring systems, which are used to measure setting and disturbing effects. The development of control systems 
with two degrees of freedom, which combine the principles of open-loop and closed-loop control, in a num-
ber of practical cases allows to obtain an accuracy that is unattainable in systems with feedback. 

With this approach, information on supporting and disturbing effects is used to form control to ob-
tain a minimum of errors in working out the system of interference and compensation of the interfering ac-
tion. In this case, the conditions of invariance with regard to the determining and disturbing effects are re-
duced to the minimization of the norms of the transfer functions of the system error in accordance with the 
setting and disturbing effects. 

To determine the robust controller with the target vector (16), the Hamiltonian function is considered 

         )()(
1

)(),(),()(),(),()(),(),()(),(),(
2

ttttutxzttutxfttutxVttutxH TTT
x 


 ,   

where Vx are partial derivatives with respect to the state vector x(t) of the infinite-horizon performance func-
tional (Lyapunov function);  is the weighting coefficient that determines the degree of conservatism of the 
synthesized robust controller. 

Necessary conditions for the extremum of the Hamiltonian function both in the control vector u, and 
in the external disturbance vector  are these equations 

   0))(()),((),( **  txtxutxHu ; (19) 

   0))(()),((),( **  txtxutxH ,  (20) 

which are the Hamilton-Jacobi-Isaacs equations. 
The solution of the system of Hamilton-Jacobi-Isaacs equations is carried out iteratively so that the 

first approximation is found in the form of solutions of two Riccati equations, which corresponds to the stan-
dard two Riccati approach to the synthesis of linear robust control. The synthesis of a nonlinear robust con-
troller is reduced to the determination of nonlinear functions R and G by minimizing the norm of the target 
vector (16) by the control vector u(t) and maximizing the same norm by the object uncertainty vector for the 
worst case. The nonlinear functions R and G are determined from the solutions of the Hamilton-Jacobi-Isaacs 
equations (19)–(20). 

The dynamic characteristics of the synthesized system, which includes a nonlinear plant (14), that is 
closed by a nonlinear robust controller (17) and a nonlinear robust observer (18), are determined by the con-
trol system model of the system, the parameters of the measuring devices and the target vector (16). To cor-
rectly determine the target vector (16), we introduce a vector of unknown parameters, which are parametriza-
tion matrices of the nonlinear target vector function (16). We introduce multicriteria games with a game pay-
off vector – this is a direct index performance vector that is pre-sent to the system [1]. 

       Tm GRJGRJGRJGRJ  ,,,...,,,,,,),,( 21 ,  (21) 

in which the components Ji(R, G, η) of the game payoff vector J(R, G, η) are individual quality criteria im-
posed on the operation of the system in different modes of operation. The first player is the parameter vector 
of R and G controllers and the synthesized system, and its strategy is to minimize the payoff vector of the 
game. The second player is the vector of uncertainties η of the system plant model (1) and its strategy is to 
maximize the same payoff vector of the game. 
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The payoff vector of the game (21) is calculated by modeling the original nonlinear system (14), 
closed by the synthesized nonlinear controller (17)–(18) in different modes of operation with different input 
signals and for different values of system parameters. In such two degrees of freedom, the nonlinear robust 
control of the discrete-continuous closed-loop feedback of the plant is calculated on the basis of the state 
vector of the plant, and the direct control of the open-loop is calculated on the basis of the reference vector 
and the state vector of the disturbance models. In addition, nonlinear stable feedback and direct control are 
calculated simultaneously based on the solutions of the Hamilton-Jacobi-Isaacs equations (19)–(20).  

From an engineering point of view, the problem of parametric optimization of controllers is of great 
practical importance, when the basic structure of the control system remains constant, and some vector pa-
rameters, and possibly the structure of the controller, change and thus counteract the change in the parame-
ters of the external effects of the model (14) of the plant [1]. Using this approach, it is possible to synthesize 
quite good controllers that differ slightly from the optimal ones. However, their technical implementation 
can be significantly simplified. Such controllers have other common properties, for example, they are less 
sensitive (robust) to changes in parameters, structure of the plant and input signals. 

The dynamic characteristics of the developed electromechanical tracking system, including a nonlin-
ear object (14), which is closed by a robust proportional-differential controller (17) or a state controller (18), 
are determined by the control system model of the system (14), as well as the parameters of the measuring 
devices (15). Then the problem of multicriteria parametric design of a reliable electromechanical tracking 
system can be formulated in the form of vector game solutions (21). 

Calculation of vector game solutions based on an optimization algorithm 
Solutions of this vector game (21) from Pareto-optimal solutions [6] are calculated on the basis of 

the multi-swarm stochastic metaheuristic Archimedes optimization algorithm [15]. Currently, multi-agent 
methods of stochastic optimization, which use only the location speed of swarm particles, have become the 
most common. In fact, these algorithms are a first-order random search algorithm, since the search uses only 
the velocity of the particle – the first-order derivative of the scalar objective function or the gradient of the 
vector objective function [1]. When finding derivatives in deterministic methods, this algorithm is usually 
called gradient descent. 

Recently, not only the speed, but also the acceleration of the change of the objective function has 
been used to increase the search speed. In this case, the acceleration of the swarm particles is found as 
changes in velocities at neighboring iterations. 

Special non-linear algorithms of stochastic multi-agent optimization were used to find the solution of 
multicriteria games from Pareto-optimal solutions taking into account preference relations. 

 )]()())[(()()]()())[(()()()1( *
22221111 txtytpHtrctxtytpHtrctvwtv ijjjjjjijijjjjjijjij  ;   

 )]()())[(()()]()())[(()()()1( *
22221111 ttztpHtrcttztpHtrctuwtu ijjjjjjijijjjjjijjij  ;   

 )1()()1(  tvtxtx ijijij ;   

 )1()()1(  tutt ijijij .  

The use of the Archimedes algorithm [15] to solve the considered multicriteria parametric optimiza-
tion made it possible to significantly reduce the time of calculating the solution of the vector game due to the 
fact that the calculation of the components of the game's payoff vector is related to the modeling of the sys-
tem's operation in different operating modes and under various external effects, and therefore requires sig-
nificant computing resources. 

Results of computer simulation 
Let’s now consider the dynamic characteristics of the synthesized robust control systems of the elec-

tromechanical system with distributed parameters of the mechanical part of the plant. Fig. 3 shows the tran-
sient processes of plant state variables during processing by the mismatch Δφ=0.1, as well as the following 
plant state variables: a) the angle (t) of deviation between the axis of the plant and the given direction, and 

b) its derivative 
dt

td )(
; c) the value of the function T0(t) and d) its derivative 

dt

tdT )(0  in the representation of 
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the function y(x, t), which characterizes the deviation of the axis point of the plant from its state, which is not 

deformed; e) control moment Mc(t) and f) its derivative 
dt

tdM c )(
. 

Let’s now consider the implementation of the state variables of the robust control system of the dis-
crete-continuous control object under random disturbances. Fig. 4 shows the implementations of the follow-
ing plant state variables: a) the angle (t) of deviation between the axis of the object and the given direction, 

and b) its derivative 
dt

td )(
; c) the value of the function T0(t) and d) its derivative 

dt

tdT )(0  in the representa-

tion of the function y(x, t), which characterizes the deviation of the axis point of the plant from its state, 

which is not deformed; e) control moment Mc(t) and f) its derivative 
dt

tdM c )(
. 

A computer study of the dynamic characteristics of synthesized robust electromechanical control 
systems with distributed parameters of the mechanical part of the plant has been carried out. First of all, the 
effect of the parameters of the electromechanical system with distributed parameters of the mechanical part 
of the control object on the dynamic characteristics of robust control systems was analyzed. It was estab-
lished that with the help of synthesized robust controllers for improved mathematical models, it is possible to 
reduce the time of transient processes by 1.5–2 times compared to a system with typical controllers. Accord-
ing to the results of the simulation of the synthesized system, it is shown that with the help of synthesized 
stochastic robust controllers, it was possible to increase the accuracy of controlling the electromechanical 
system with distributed parameters of the mechanical part and reduce the dispersion error by 1.3 times in 
comparison with the typical controllers used in existing systems, with random external effects. Further im-
provement of stabilization accuracy is restrained by energy limitations of executive mechanisms and infor-
mation limitations of measuring devices. 

 
a 
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Fig. 3. Transient processes of plant state variables during processing by the mismatch system Δφ=0.1 
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Fig. 4. Implementation of the state variables of the robust control system of the discrete-continuous control plant 
under random disturbances 

Conclusions 
1. The method of multicriteria parametric optimization of nonlinear robust control with two degrees 

of freedom by a discrete-continuous plant to increase accuracy and reduce sensitivity to uncertain parameters 
of the control plant has been developed. 

2. The multicriteria synthesis of nonlinear robust control with two degrees of freedom by a discrete-
continuous plant is reduced to the solution of the Hamilton-Jacobi-Isaacs equations. The robust control target 
vector is chosen as a solution of a zero-sum antagonistic vector game. The vector payoffs of this game are 
vectors of direct indicators of quality, which are the requirements for the operation of the system in different 
modes. The calculation of the vector payoffs of this game is related to the modeling of the synthesized 
nonlinear system for different operating modes of the system with different input signals and plant parameter 
values. The solutions of this vector game are calculated based on the multi-swarm stochastic metaheuristic 
Archimedes optimization algorithm. 

3. As a result of the synthesis of nonlinear robust control with two degrees of freedom by a discrete-
continuous object, it is shown that the use of synthesized controllers made it possible to increase control accu-
racy and reduce the sensitivity of the system to changes in the object parameters compared to existing systems. 
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Багатокритеріальна параметрична оптимізація робастного керування з двома ступенями 
свободи дискретно-континуальним об’єктом 

1 Б. І. Кузнецов, 1 І. В. Бовдуй, 1 О. В. Волошко, 2 Т. Б. Нікітіна, 2 Б. Б. Кобилянський 
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61046, Україна, м. Харків, вул. Пожарського, 2/10 
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Розроблено багатокритеріальну параметричну оптимізацію нелінійного робастного керування з двома 
ступенями свободи дискретно-континуальним об’єктом для підвищення точності і зниження чутливості до 
невизначених параметрів об’єкта. Такі об’єкти розміщені на рухомій основі, на якій встановлені датчики ку-
тів, кутових швидкостей і кутових прискорень. Для підвищення точності керування використовуються сис-
теми із двома ступенями свободи, які включають керування із зворотним зв’язком і замкнутим контуром і із 
прямими зв’язками і розімкненими контурами керування по задаючому та збурюючому впливам. Багатокрите-
ріальна оптимізація нелінійного робастного керування з двома ступенями свободи дискретно-континуальним 
об’єктом зведена до рішення рівнянь Гамільтона-Якобі-Айзекса. Вектор цілі робастного керування обчислю-
ється у вигляді рішення антагоністичної векторної гри з нульовою сумою. Векторні виграші цієї гри – це прямі 
вимоги, які висуваються до системи в різних режимах її роботи. Розрахунок векторних виграшів цієї гри 
пов’язаний із моделюванням синтезованої нелінійної системи для різних режимів роботи системи, вхідних сиг-
налів і значень параметрів об’єкта. Рішення цієї векторної гри розраховуються на основі системи Парето-
оптимальних рішень з урахуванням бінарних відношень переваг на основі стохастичного метаевристичного 
алгоритму Архімеда оптимізації кількома роями. Завдяки синтезу нелінійного робастного керування з двома 
ступенями свободи дискретно-континуальним об’єктом показано, що використання синтезованих регуляторів 
дозволило підвищити точність керування електромеханічною системою з розподіленими параметрами механі-
чної частини для зменшення часу перехідних процесів в 1,5–2 рази, зменшити дисперсію помилок в 1,3 рази і 
знизити чутливість системи до зміни параметрів об’єкта в порівнянні з типовими регуляторами, які викори-
стовуються в існуючих системах. Подальше підвищення точності керування стримується енергетичними об-
меженнями виконавчих механізмів й інформаційними обмеженнями вимірювальних приладів. 

Ключові слова: дискретно-континуальний об’єкт, нелінійне робастне керування, рівняння Гамільтона-
Якобі-Айзекса, багатокритеріальна параметрична оптимізація, стохастичний метаевристичний алгоритм 
оптимізації. 
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