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UDC 004.8 Artificial intelligence opens up great prospects in many areas of human activity, pri-

marily in medicine. One of the priority directions of using artificial intelligence in this
USING field is the segmentation of medical images for the purpose of automatic diagnosis of
AN ENSEMBLE common diseases. The application of neural network approaches to image analysis of
OF NEURAL medical images is becoming an increasingly promising direction in the field of medi-

cal diagnostics. In particular, this paper investigates the possibility of using an en-
NETWORKS semble of neural networks for diagnosing osteoporosis. To achieve this goal, a study
FOR DETERMINING was conducted on the possibility of using machine learning methods to segment and

determine the shape and size of certain vertebrae: Th8, Th9, Thi0, Thll of a human
THE DIAGNOSTIC vertebra on X-ray images obtained in real conditions. Each network is configured and
PARAMETERS tested on different sets of medical images. Then, the two best networks were selected

OF THE VERTEBRAE | according to the accuracy and efficiency of the segmentation. One of the main results

of the study was the selection of the two best neural networks that provide the most

accurate segmentation of vertebrae. Next, the ensemble method was applied, based on
the averaging of the predictions of the selected networks. This approach made it pos-
sible to improve the overall accuracy of determining the diagnostic parameters of the
spine. The obtained results emphasize the effectiveness of using an ensemble of neural
Anatolii Pidhornyi Institute networks in the context of medical segmentation. Ensembles provide more stable and
of Mechanical Engineering accurate predic'ti(?ns by reducing the impact of mndO{n errors of i.ndividu'al networks.
Problems of NAS of Ukraine, Ensemble predictions of th?sg networks lead to a S'ta'tzstlca.lly significant u'nprovement
in results compared to individual approaches. This is an important step in the direc-
tion of creating reliable systems of automated diagnostics capable of helping doctors
in conducting more accurate and operative analyses.
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Introduction

Health is the most important thing for every person because it affects all aspects of our existence,
and forehanded highly qualified medical diagnosis is a guarantee of good health. One of the most promising
areas, which can provide such a fruitful assistance for doctors, is the artificial intelligence. Artificial intelli-
gence opens up great prospects in many fields, first of all in medicine. One of the priority areas of using arti-
ficial intelligence is the segmentation of medical images.

In particular, the spine is an important component of the human body, and its diagnosis with the use
of various devices is important for the treatment of various diseases and illnesses.

In this paper, we will study the ways how neural networks can be used for automatic search for ver-
tebrae in X-ray images. The main methods and algorithms for searching for four vertebrae will be analyzed.
Finally, the obtained results will allow to increase the speed and to improve the accuracy of the analysis of
the spine and vertebrae on medical images.

The spine role

Diseases of the spine are widespread in the world. According to WHO, osteoporosis ranks 4th in the
list of causes of disability and death [1, 2]. There are a large number of diseases of the spine that can cause
significant pain and lead to various symptoms. Back pain is the most common complaint that doctors hear. It
can be caused by various injuries, muscle overload, sitting posture, etc. Osteochondrosis, herniated interver-
tebral discs, spondylosis, scoliosis, spondylolisthesis are only a small number of diseases of the spine.

To solve these medical problems, artificial intelligence algorithms [3], which are able to process
large volumes of data faster and more accurately, are used. The main important applications of machine
learning in medicine can be identified as follows: disease diagnosis, disease forecasting, medical image
analysis, medical data management, medical robotics. This list demonstrates that the use of machine learning
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in the medical field has great prospects and is an integral part of progress. Thanks to this, we can improve the
diagnosis, processing, and management of medical data. Although on the other hand it should be understood
that the use of machine learning in medicine should have a high degree of in-depth research, verification, and
standardization.

The aim and objectives of the research

The main aim of this paper is the comparison of eight different neural networks and investigation of the
method of simultaneous use of the best of them. We provide research and application of machine learning
methods for segmentation and form determination of four vertebrae: Th8, Th9, Th10, Th11 on X-ray images.

Used neural networks

Eight different models of neural networks were selected for the study: Fcn8, Fcn32, Mobile-
Net_Segnet, MobileNet Unet, Segnet, U-Net, Vgg Segnet, Vgg Unet. These networks are used for various
purposes, although some were specifically designed for use in medicine, such as U-Net [4]. The choice of
neural networks was made according to the specific task and amount of data. For medical applications where
accuracy, safety and reliability are most important, different combinations of models will be used for the best
accuracy. Therefore, networks with an architecture based on a convolutional encoder-decoder structure are
better suited for this. Each of the used models has its own advantages and disadvantages, so not only conven-
tional architectures will be used, but also modifications and combinations of these architectures.

Data collection and preparation

The main part of all training is the data on which the model will later be trained. The final result and
success will depend on their quality and quantity. At the first stage, X-ray images are collected. In the second
stage, we need to remove duplicates, and bring all images to the same size, in some cases it will be necessary
to crop or fill the image. At the third stage, mask coding takes place, where each vertebra pixel is assigned a
value of 1, and each background pixel is assigned a value of 0. At the last stage, the data is divided into two
groups — a training sample and a test sample. In our case a sample of 183 images with a size of 256x256 pix-
els was used for training of all models. All images were grayscale.

Fig. 1 demonstrates the fragment of the training sample that was used for the training of eight neural

networks for each of the vertebra: Th8, Th9, Th10, Thil.
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Fig. 1. The fragment of training sample
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Fig. 2. The fragment of the masks example set for the Th9 vertebra

Moreover, a variety of masks were created for each vertebra. An example of such masks for the Th9
vertebra is shown in Fig. 2.

For a more thorough examination, an example of an enlarged fragment of the spine and the corre-
sponding mask for vertebra Th11 will be shown in Fig. 3.

Fig. 3. An example of an X-ray image with all four vertebrae and mask for the vertebra Thi1l1

Results of separate predictions

After the data preparation we provided the training of all the models. We use the same settings for
each network.

The training process was divided into four stages — first, training was carried out on the Th8 verte-
bra, then Th9, Th10, and Th1l. At each of the four stages, 10 trainings of each model were performed for
each vertebra, after which the best result in each model was selected and tabulated.

To estimate the prediction quality, we used the following parameter: IoU (Intersection over Union).
To determine this parameter, the concept of the correctly found part of the desired object (TP — True Posi-
tive), which is formally the intersection of the object and its predicate, is introduced:

TP = Object N Prediction.
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The concept of the set of all points that relate to the desired object both in reality and from the point
of view of prediction is also introduced. This set is the union of the desired object and the predicted image

Object U Prediction=TP + FP + FN ,
where FP (false positive) is the incorrectly predicted pixels, and FN (false negative) is the set of correct pix-
els that were not predicted.
The ratio of these values determines a parameter /oU (Intersection over Union) that is widely used to
determine the quality of image recognition
y-__™®
TP+ FP+FN

The results of the averaged over 10 predictions for all vertebrae are presented in Table 1. According
to the training results, such networks as Vgg Unet and MobileNet Unet performed better than others. Thus,
these networks will be selected at the second stage of prediction for their joint use.

Table 1. Prediction results

Vertebrae | Fcn8 | Fen32 | MobileNet Segnet | MobileNet Unet | Segnet | Unet | Vgg Segnet | Vgg Unet
Th8 91.82 | 89.72 93.70 95.51 79.32 | 91.87 86.24 95.09
Th9 91.36 | 86.18 93.77 95.26 88.01 | 92.71 54.42 93.39
Thl0 91.26 | 86.55 93.04 94.33 90.86 | 92.55 82.88 95.68
Thll 91.46 | 88.97 93.35 95.89 73.92 | 87.30 83.92 95.45

Simultaneous usage of definite chosen neural networks

The previous analysis made it possible to implement the main idea of this paper. This idea consists in
using not one network, but a whole ensemble of networks. After training each of the networks on the same data
set, a certain number, for example, four (or two as in our case) out of eight that give the best result, are selected
from the entire set. After that, only these selected networks are used when working with real images. Moreover,
they are used to define objects independently and in parallel. After finding an object by each of these networks
the procedure of averaging of the found image over this set is carried out. This averaging was done as follows.

At the first step, the so-called best network (exemplary), which demonstrated the best results on the
entire sample of test images, is selected. The results of this network are the reference and the predictions of
other networks are then compared with them. In our case, such a network turned out to be MobileNet Unet.

In the next step, the predictions of another network, Vgg Unet, which showed the second-best result,
are compared with the predictions of the first network. Processing of the results showed that if the predic-
tions of these two networks do not differ too much (less than a certain threshold), then taking them together
gives predictions that are better than each of the networks separately. If their predictions differ by more than
this threshold, then it is better to limit ourselves to the prediction of the first of the networks.

For a specific example, two predictions were used: Predy,,, which was obtained from the Vgg Unet
network, and Predyypi., obtained from MobileNet Unet network. These masks are binary fields in which one
indicates that the pixel belongs to a vertebra, and zero indicates that the pixel does not belong to a vertebra.

The joint use of predictions from these two networks is described by the relation

1 .
Predy - E(Pred Mobile T PredVgg), if 1oU,,,

PredMobile’ lf IOUpred sr

>

b

where r is the threshold above which the results of both networks are taken into account, and the ratio JoU,.q
in this formula is the ratio of intersection to union for the masks of each network.

IoU PredMObﬂeﬁPredVgg

pred = .
PredMObﬂeUPredVgg

Informally, this algorithm can be described as follows. For each pixel, the number of times it be-
longed to the sought image according to the predictions of each of the networks was determined. Then this
number was compared with a certain, predetermined limit, and if it exceeded this limit, then this pixel was
marked as belonging to the sought object. As a result of this approach, it was possible to improve the quality
of predicting the location of objects, their shape and size.
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Table 2. Averaging result

Neural networks Th8 Th9 Th10 Thll
Vgg Unet 85.02 86.10 85.16 88.50
MobileNet Unet 89.65 87.41 94.07 91.74
Result 91.17 90.75 94.07 92.24

In order to clearly demonstrate the result of the algorithm application, in Table 2 you can see the re-
sult of its work. Two networks, MobileNet Unet and Vgg Unet, were used and one image was predicted for
each vertebra, after which the IoU metric was used to measure accuracy. At the end, the algorithm was ap-
plied and the above metric was also used for the resulting prediction.

Finally, it can be concluded that the use of an ensemble of networks definitely improves the quality
of solving the problem, and allows to obtain better results than with each individual neural network.

Conclusions

This paper highlighted the relevance of using machine learning for segmentation of vertebrae. The
use of this technology for medical purposes is undoubtedly a good step towards automating the diagnosis and
treatment of spinal diseases.

The research carried out in the paper showed that in the process of using eight neural networks to de-
termine the shape and size of vertebrae, two networks, which are Vgg Unet and MobileNet Unet, performed
best. These networks are modifications of the U-Net network, which was specifically designed for medical
research. Based on this, we see the advantage of a neural network specifically designed for medical imaging
over other networks.

At the second step the simultaneous usage of these selected networks was proposed. In addition, the al-
gorithm of prediction that uses the independent predictions of each of these networks was proposed and applied.

As the result, it was shown that the use of such an ensemble of networks definitely improves the
quality of solving the problem, and allows to obtain better results than with each individual neural network.

Finally, this paper highlighted the relevance of using machine learning for vertebral segmentation. The
use of this technology for medical purposes is undoubtedly a good step towards automating the diagnosis and
treatment of spinal diseases. Thanks to the use of machine learning, it is possible to automatically detect and
highlight the necessary vertebrae in medical images, thereby ensuring good processing speed and accuracy.
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Buxopucranis aHcaM0J110 HeHPOHHUX Mepesk ISl BUSHAYEHHSI JiarHOCTUYHHUX MapaMeTpiB Xxpeouin
B. 1. KonioxoB

Iacruryt npobiem mMamuHoOynyBanHs iM. A. M. ITizropuoro HAH Yxkpainu,
61046, Ykpaina, M. XapkiB, By [loxkapcbkoro, 2/10

LImyunuii inmenekm 8iOKpugae 6enuxi nepcneKmusu 8 bazamvox cghepax OisIbHOCMI TIOOUHU, HACAMNEPeO Y
Mmeduyuni. OOHUM i3 NPIOPUMEMHUX HANPAMIG GUKOPUCIANHSL WMYYHO20 IHMENeKmY 6 Yill 2any3i € ceecMeHmayis Meou-
YHUX 300padceisb 3a0718 A8MOMAMUYHO20 OIAZHOCHYBAHHS NOWMUPEHUX 3aX80PI08aHb. Y yill pobomi 00CaiHCYEMbCS,
30KpemMda, MONCIUBICTNG 3ACMOCYBAHHA AHCAMOIO HEUPOHHUX Mepedxc 01A OideHOCYBAHHA ocmeonopo3y. [na docae-
HeHHs 8KA3AHOT Memu UBYEHO MONCIUBOCTT BUKOPUCTANHA MeMOoOi8 MAWUHHO20 HABYAHHA OJid ceeMenmayii i 6u3Ha-
yenns popmu it posmipie nesnux xpeoyie (ThS, Th9, Thi0, Thll xpebys 10ounu) Ha peHMeHIBCOKUX 300PANCEHHSX,
OMPUMAHUX Y pedNlbHUX yM08ax. [{ocioxHceHo HU3KY HelipOHHUX Mepedic, Ki 3aCmoco8yiomucs 8 00pobyi 306pasicets, i
3aNPONOHOBAHO ANCOPUMM OOHOUACHO20 IX BUKOPUCMAHHA 08 AKICHO20 BUSHAYEHHS OideHOCMUYHUX NAPaAMempis.

Knwouosei cnosa: mawiunne Haguanns, HeUpoOHHi Mepexci; 21ubOoKe HAGYAHHSL, Ce2MEeHMAayis 300padcents, ana-
J1i3 MEeOUUH020 300PaAdNCEHHS.
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