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Improvement of the accuracy of computer vision algorithms plays a sig-
nificant role in the tasks of medical image segmentation. After all, deter-
mining the boundaries of objects is a difficult task when using medical
images, and especially X-ray images. The use of X-ray images in segmen-
tation tasks is a complex process, since these images themselves can have
a sufficient amount of noise and artifacts. Classical segmentation methods
face significant challenges when segmenting X-ray images where there
are objects with fuzzy boundaries. To solve such tasks, it is suggested to
use segmentation with the help of machine learning, and to increase the
accuracy of the objects’ boundaries determination, it is necessary to use
adaptive approaches. This paper proposes a new method to improve the
accuracy of X-ray image segmentation, which analyzes the neighboring
pixels of each contour element and adaptively reshapes it if necessary,
and then combines all predictions using an ensemble method, which im-
proves the previous version of the contour. The method was able to
demonstrate an improvement in the quality of image segmentation on
three datasets with different complexity of structures. Improvements in
object boundary accuracy were obtained for all three sets.
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Introduction

In current conditions, image segmentation plays one of the most important roles in various fields, such as:
industry, self-driving cars and medicine. The use of machine learning in image segmentation tasks has achieved
significant success [1]. But despite the progress we have made in working with medical images, we still face sig-
nificant challenges that need to be addressed. This is, in particular, because these images may contain noise and
artifacts, which, in turn, complicate segmentation and cause problems in determining the boundaries. The hetero-
geneity of structures also plays a significant role in this, since different shapes and structures complicate the task.
The huge number of pathologies that have different sizes, shapes, textures — all this greatly affects the final result.

The paper proposes a method that basically uses an algorithm for analyzing neighboring pixels. To in-
crease the accuracy of segmentation, the ensemble method of combining predictions is used. The idea is that
the segmentation accuracy is initially not able to reach 100% of the result and nearby pixels may be part of the
contour of the segmented object. A kernel is applied to each element of the contour, after which the brightness
values of the neighboring pixels are compared with the original value and if the neighboring pixel is brighter, it
should be part of the new contour. This approach allows us to adaptively change the contour obtained as a re-
sult of using the ensemble. With this help, we can more accurately determine the boundaries of the object.

Literature review

Modern methods of segmentation can achieve good values in the performance of their tasks. They are
developing very successfully and with every year we can see more and more methods aimed at increasing the ac-
curacy of image segmentation. One of these methods is the method proposed in the paper [2]. This method is used
to improve the segmentation of the object boundary region. The authors use contour-based boundary refinement.
It is universal and does not require high computational costs. In the paper [3], the authors use texture analysis to
improve segmentation. The method proposed by the authors analyzes each pixel using gray level feature extrac-
tion. They apply gradients to define the edges of the object. An adaptive active contour model based on local fit-
ting for dividing the region of interest was presented in [4]. The method used by the authors assumes that an adap-
tive approach for moving the initial contour to the boundary of the object contributes to a better solution of the
problem. In [5], the authors propose a method for adjusting boundaries for each boundary pixel. They made ad-
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justments taking into account the structure, which shifted the contour to the edges in the direction of uniformity.
The method of refining the contours taking into account the polygons of the vessel wall structures is presented in
[6]. The authors use the approach of determining an anatomically plausible contour, after which they gradually
refine it using a vector field to improve border alignment. The paper [7] proposed a method of combining the ad-
vantages of local and global information in the function of a set of image levels. Due to this, it was possible to
obtain effective segmentation results even in cases of non-uniform intensity, bad edges and presence of noise.
Ensembles of neural networks are used to improve the quality of segmentation. Ensemble methods have
an advantage over the use of single neural networks [8]. Combining a large number of neural networks provides
an opportunity to minimize the impact of random errors and improve the overall efficiency of the segmentation.

Materials and methods

As a method of combining the predictions of the ensemble of neural networks, we will use the meth-
od of averaging the shape with alignment on the mean center. This method consists of two stages. Let us
have n networks in the ensemble. For a test image /; we get predictions Masksyrei={P1, P2, ..., Pn}. At the
first stage, the method determines the average value of the center for each object of all predictions Masksyrea.
After that, all objects are shifted relative to the average center and we get Masksmisea. The mean center is de-

fined as Cmean:(xmean; ymean), where
13 IAN
xmean :_Z'xi ) ym‘-’“” z_zyi '
noa =

At the second stage, it is necessary to combine all masks Masksgzes. And that's why the distance
conversion method is used. It averages the shapes of objects. For all masks, the distance must be obtained

d, = Z d (maSkshzfted,i) >

i=1
where d(mask) is determined by the formula

d=dt(mask)—dt(~mask),
where dt(mask) — is a distance transformation method and ~mask is an inverted mask.

In the end, an averaged image is obtained, where if the sum of the distances is greater than zero, then
the pixels are colored white, otherwise they are colored black. A formula is used for this

Ires = dall >0.

After the method of combining predictions is ready, the method of adaptive contour change can be
defined. This method uses a kernel of size kxk, which is superimposed on the contour element with its center,
after which a line-by-line comparison of the brightness values of the contour element and neighboring pixels
takes place. If the brightness of the neighboring pixel is greater, then the active contour element is replaced
with a new value, with the coordinates where the new element was found, otherwise the element remains part

of the contour. Let us have a contour C = {(x,,y,)}~, which was obtained as a result of use of I,., and is a set

of points. For each contour point (x;, y;) an analysis area with size kxk is used. Limits of the analysis area for
a point (x;, y;) are given by the formula

X = Max O,xi—ﬁ ; X, =min W_l,xiJrf :
2 2

Y min zmax(o’y[ _gj’ Ymax :min(H_l’yi +§j s

where W and H — width and height of the image, respectively.

The search for a pixel that is brighter than the current element of the contour occurs as follows. For
each point (x;, ;) it is necessary to perform a check of the brightness of the pixels in the given analysis win-
dow (X, 1) €[ X > Ximax 1X[Vimin » Vmax | - I fOT @ point (x;, y;) pixel analysis found a pixel (x;, ;) such that

](xjay_/) >1(x;,y;) Ta (x_/ay_/) zC,
then point (x;, ;) is added to Cpen, otherwise in Ce, is added (xi, yi).

After updating all the points belonging to the contour, the contour C,., is formed, which already con-
tains more precise object boundaries.
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Experiments

Images from open sources were used for exper-
iments [9-11]. These were X-ray images that were re-
duced to a single size of 512x512 pixels, all images were
in grayscale. Three data sets were created: the first in-
cluded masks of the left lung; the second included right
lung masks; the third consisted of masks of the spine
region, the region consisted of four vertebrae. The first
set included 703 images, the second set included
703 images, and the third set consisted of 190 images.
The following distribution of images was used for train-
ing and testing: 90/10% (training/testing). Fig. 1 shows
which images were used. From left to right: right lung,
left lung, spine area. Fig. 1. Example of used images

FCNS8-MobileNet was chosen as the model. The
combination of FCN8 and MobileNet makes it possible
to achieve a golden mean between segmentation accura-
cy and efficiency.

In order to evaluate the quality of segmentation, . .
the Dice-Sgrensen coefficient was used, which has the
following form:

2|4 B|

psc ="
[4]+|8]

Fig. 2. Example of used kernels

Firstly, 10 neural networks were trained for each data set. Next, an ensemble consisting of these 10
networks will be used. For a more thorough and detailed study of the method, it was proposed to consider
three variants of this method:

1. A neighboring pixel is outside or inside the output contour and is brighter than the current one.

2. The neighboring pixel is outside the output contour and is brighter than the current one.

3. The neighboring pixel is inside the output contour and is brighter than the current one.

The next task after using neural networks separately and in an ensemble is the application of three
variants of the algorithm for each neural network, two variants of using kernel sizes were considered: 3x3
and 5x5. Visually used kernels can be seen in Fig. 2. On the left is a 3x3 kernel, and on the right is a 5x5
kernel. The dark gray square is the point of the contour to which the algorithm is applied, and the neighbor-
ing light gray squares are the neighbors that need to be analyzed.

At the end, the final version of the algorithm will be considered - combining the method of analyzing
neighboring pixels and the ensemble approach. In the proposed method, the neighboring pixel analysis algo-
rithm was first used, and then the ensemble method.

Results

Table 1 shows the training quality of the neural networks used. From the obtained data, it follows
that the model used is stable, since the values for each network do not differ much. The average value for the
left lung and the right lung is very close, but the value for the spine is smaller.

Table 2 shows the application of three variants of the neighboring pixel analysis algorithm for each
neural network. For the left lung, the best result was given by the version 2 algorithm with a 5x5 kernel. For
the right lung, the best result was also obtained using algorithm version 2 with a 5x5 kernel. For the last data
set, algorithm version 1 with a 5x5 kernel was able to demonstrate the best result. As can be seen from the
obtained results, in two cases out of three, the version 2 algorithm with a 5x5 kernel is leading. This result is
due to the fact that this approach is based on the analysis of pixels that are outside the original contour. And
with great confidence, we can say that the analysis of external pixels and the increase of the contour will lead
to an improvement in the definition of the object boundaries. It is also worth noting that it was the use of a
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5x5 kernel that helped to obtain the best result, again confirming that the contour improvement is based on
expanding its shape outwards. For the left lung, the segmentation improvement was 0.56, for the right lung it
was 0.34, and for the last dataset — 0.46. The comparison was made for the average values of single networks
and the used algorithm.

The application of the neural network ensemble and the combination of the neighboring pixel analy-
sis algorithm with the neural network ensemble are shown in Table 3. For the first set with the left lungs, the
best result was demonstrated by the application of version 1 with a 5x5 kernel, version 2 with a 5x5 kernel
was almost identical. For the second dataset with right lungs, version 1 with a 5x5 kernel and version 2 with
a 5x5 kernel had identical results. In the third set, the best result was demonstrated by version 1 with a
5x5 kernel. Again, the 55 kernel gave a better result.

Summarizing the results, it is better to use version 1 and version 2 of the neighboring pixel analysis al-
gorithm for the first data set. For the second data set, in one case version 2 was the best, and in the other case,
version 1 and version 2 had the same result. For the third data set, it is better to use version 1 in both cases.

Table 1. The value of the Dice-Sorensen coefficient % by neural networks

Neural network number Statistics
Data set 1 2 3 4 5 6 7 8 9 10 DSC
Left lung 95.40 | 95.64 | 95.59 | 95.54 | 95.53 | 95.48 | 95.75 | 95.74 | 95.60 | 95.97 95.62
Right lung 94.85 | 95.53 | 95.19 | 95.32 | 94.88 | 95.61 | 95.80 | 95.67 | 95.68 | 95.58 95.41
Spine area 91.43 | 91.07 | 90.76 | 89.81 | 89.45 | 90.75 | 91.34 | 91.55 | 91.48 | 91.75 90.94

Table 2. The value of the Dice-Sorensen coefficient % for three variants of the neighboring pixel analysis algorithm

. Neural network number Statistics
Data set | Version | kxk | ) 3 4 5 5 7 3 9 10 DSC
1 3x3 | 95.86 | 95.97 | 95.97 | 95.77 | 95.90 | 95.97 | 96.13 | 96.14 | 95.86 | 96.29 95.99
5x5196.01 | 96.11 | 96.16 | 95.85 | 96.11 | 96.33 | 96.33 | 96.33 | 95.95 | 96.42 96.16
Left ) 3x3 |1 9590 | 96.05 | 9591 | 95.76 | 96.05 | 95.92 | 96.08 | 96.09 | 9591 | 96.28 96.00
lung 5%x5 1 96.09 | 96.22 | 96.07 | 95.86 | 96.34 | 96.28 | 96.26 | 96.28 | 96.04 | 96.41 96.18
3 3x3 | 95.46 | 95.58 | 95.63 | 95.52 | 9545 | 95.51 | 95.77 | 95.76 | 95.56 | 95.98 95.62
5%5 | 9543 | 95.53 | 95.65 | 95.50 | 9535 | 95.52 | 95.79 | 95.77 | 95.51 | 95.95 95.60
| 3x3 19524 | 95.75 1 95.50 | 95.60 | 95.21 | 95.68 | 95.86 | 95.71 | 95.88 | 95.84 95.63
5x5 ] 95.51 | 95.82 | 95.70 | 95.76 | 9547 | 95.70 | 95.82 | 95.72 | 95.95 | 96.00 95.74
Right ) 3x3 | 95.31 | 95.70 | 95.52 | 95.66 | 95.18 | 95.75 | 95.86 | 95.71 | 95.85 | 95.86 95.64
lung 5x5 | 95.56 | 95.76 | 95.70 | 95.81 | 95.38 | 95.80 | 95.84 | 95.71 | 9591 | 96.01 95.75
3 3x3 | 94.87 | 95.60 | 95.20 | 95.32 | 94.94 | 95.58 | 95.79 | 95.66 | 95.72 | 95.58 95.43
5x5 | 94.87 | 95.61 | 95.21 | 9531 | 94.98 | 95.55 | 95.77 | 95.65 | 95.73 | 95.58 95.43
1 3x3 | 91.68 | 90.86 | 91.35 ] 90.03 | 89.92 | 91.23 | 91.73 | 91.78 | 92.02 | 92.23 91.28
5x5 1 91.70 | 90.36 | 91.79 | 90.05 | 90.22 | 91.65 | 91.88 | 91.80 | 92.26 | 92.25 91.40
Spine ) 3x3 | 91.64 | 90.68 | 91.09 | 89.77 | 89.96 | 91.32 | 91.88 | 91.82 | 91.88 | 92.25 91.23
area 5x5 1 91.70 | 90.28 | 91.40 | 89.69 | 90.30 | 91.65 | 92.12 | 91.86 | 92.01 | 92.43 91.34
3 3x3 1 91.37 | 91.14 | 90.89 | 89.93 | 89.48 | 90.81 | 91.27 | 91.59 | 91.74 | 91.90 91.01
5x5191.27 | 91.04 | 91.03 | 90.00 | 89.41 | 90.81 | 91.07 | 91.45 | 91.74 | 91.68 90.95
Table 3. The value of the Dice-Sorensen coefficient % for the ensemble approach
Algorithm
Data set Version 1, Version 1, Version 2, Version 2, Version 3, Version 3,
Ensemble =3+ =5+ =3+ =5+ =3+ =5+
+ensemble +ensemble +ensemble +ensemble +ensemble | +ensemble
Left lung 96.38 96.75 96.78 96.73 96.77 96.36 96.33
Right lung 96.10 96.28 96.37 96.32 96.37 96.08 96.10
Spine area 92.82 93.10 93.24 92.90 93.16 92.88 92.71
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Conclusions

This paper proposed a method that improves segmentation. The proposed method, due to the combi-
nation of the neighboring pixel analysis method and the ensemble method, was able to demonstrate its effec-
tiveness on three data sets. This was confirmed by an improvement in the Dice-Serensen coefficient. For the
first set of data, it was possible to increase the result by 1.16 compared to the use of separate neural net-
works, for the second set of data, the improvement was 0.96, and for the last set it was 2.3. The improvement
of the segmentation quality for the three data sets shows the universality of the proposed method. A compari-
son of the method of analyzing pixels outside the contour with the method of analyzing pixels outside the
contour and inside the contour showed a slight advantage of the second one. Thus, even with a small ad-
vantage, the best option would be to use a method with pixel analysis both outside and inside. Despite the
results obtained, there are further prospects for improving the proposed method. Further research may in-
clude using different neural network architectures, changing kernel shapes, and adjusting the neighboring
pixel analysis logic.
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AanTUBHE YTOYHEHHSI KOHTYPY CErMeHTOBAHOI0 00’ €KTa
Ha OCHOBI SICKPaBOCTI CyCiTHiX mikceiB i3 BUKOPpUCTAHHAM aHCaAMOJIEBOr0 METOAY

B. 1. KonwoxoB

[HcTuTyT eHepreTHuHNX MamuH i cucteM iM. A. M. Ilinropaoro HAH Ykpainu,
61046, Ykpaina, M. XapkiB, Bys1. KomynaneHukis, 2/10

Iiosuwenns mounocmi aneopummis KOMN'IOMEPHO20 30py BIOIZPAE 3HAUHY POb Y Ce2MEeHmMAayii MEOUYHUX 30-
bpavicens, adice came GUHAYEHHS MedC 00'€Kmié € CKIAOHUM 3A60AHHAM Ni0 4AC GUKOPUCMAHHA MEOUUHUX 300pa-
JHCeHb, A 0COONUBO PEHM2EHIBCHKUX ZHIMKIG. 3ACMOCYBAHHA PeHMEeHIBCLKUX 3HIMKIG Y CeeMeHmayii € CKIaOHUM npoye-
COM, OCKIbKU came Yi 300PadCeHHsi MOJNCYMb MaAmu OOCMAmMHI0 KIIbKICmb wymig 1 apmegakmis. Knacuuni memoou
ceameHmayii CmuKarmoscs 3 CYmmeGUMY BUKIUKAMU NPU ce2Menmayii penmeeHi6CbKux 300paxcens, oe € 00'ckmu 3
Hewimkumu mexcamu. /s upiuents maxkux 3a60anb NPONOHYEMbC BUKOPUCTIOBYBAMU Ce2MEHMAYII0 3 OONOMO20I0
MAUUHHO20 HABYUANHS, a4 OISl NIOBUWEHHS MOYHOCII BUSHAYEHHS MediC 00'€kmie HeoOXIOHO 3aCcmOoco8y8amu a0anmueHi
nioxoou. YV yiti cmammi nponouyemvcs HOGUU MemooO NIOBUUIEHHS MOYHOCME CeeMeHmMAayii peHmeeHi8CbKux 300pa-
JHCeHb, KU AHANIZYE CYCIOHI NIKCENT KOJCHO20 eleMeHma KOHMYypy md, SiKujo NOmpioOHO, a0anmueHo 3MIHIOE 11020 ¢po-
PMY, RICIS 4020 KOMOIHYE 6Ci nepeddayeHHs 34 00NOMO20K AHCAMONIe8020 Memody, Wo 0a€ 3M02y NOKPAWUMU HOoNe-
PeoHio 8epcito KOHmypy. AKk 0eMoHCmpYoms 00CHIONCEeHH S, 3a80KU OAHOMY Memoody NOKPAULYEMbCS AKICMb Ce2MeH-
mayii 300pasxiceHb Ha MPbOX HAOOPAx OAHUX I3 PI3HOW CKAAOHIcmIO cmpykmyp. s 6cix mpvbox HAOOPI6 OMPUMAHO
NOKPAWeHHsl MOYHOCMI Medc 00'ekmig.

Kntouogi cnosa: mawiunte HaguanHs, HEUPOHHI MEPEdCi, 2IUOOKe HAGYAHHS, Ce2MEHMAlis 300PANCEHHs, AHA-
JIi3 MEOUUHO20 300PAXNCEHHSL.
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